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Fig. 1. Our rigid stabilization method produces stable head poses under exaggerated facial expressions. We compare the baseline method without rigid stabilization (top) to our method (bottom) by applying both to virtual makeup and avatar retargeting on face-squeezing (left panel) and face-enlarging (right panel) expressions. Notice the abrupt scale changes of the makeup and avatar in the baseline method due to the unstable estimates of head poses in depth. We also show the rigidity weights from our learned dynamic rigidity prior that provide per-face-region adaptivity in the rigid pose optimization.

Despite the popularity of real-time monocular face tracking systems in many successful applications, one overlooked problem with these systems is rigid instability. It occurs when the input facial motion can be explained by either head pose change or facial expression change, creating ambiguities that often lead to jittery and unstable rigid head poses under large expressions. Existing rigid stabilization methods either employ a heavy anatomically-motivated approach that are unsuitable for real-time applications, or utilize heuristic-based rules that can be problematic under certain expressions. We propose the first rigid stabilization method for real-time monocular face tracking using a dynamic rigidity prior learned from realistic datasets. The prior is defined on a region-based face model and provides dynamic region-based adaptivity for rigid pose optimization during real-time performance. We introduce an effective offline training scheme to learn the dynamic rigidity prior by optimizing the convergence of the rigid pose optimization to the ground-truth poses in the training data. Our real-time face tracking system is an optimization framework that alternates between rigid pose optimization and expression optimization. To ensure tracking accuracy, we combine both robust, drift-free facial landmarks and dense optical flow into the optimization objectives. We evaluate our system extensively against state-of-the-art monocular face tracking systems and achieve significant improvement in tracking accuracy on the high-quality face tracking benchmark. Our system can improve facial-performance-based applications such as facial animation retargeting and virtual face makeup with accurate expression and stable pose. We further validate the dynamic rigidity prior by comparing it against other variants on the tracking accuracy.
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1 INTRODUCTION

Recent advances in real-time monocular face tracking have catalyzed a wave of technical and product innovations that empowered facial-performance-based applications such as Snapchat Lens and similar products by Facebook, Apple and many others. Although existing real-time face tracking systems demonstrate impressive
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Fig. 2. Overview of our system. Our system takes image sequence as input and computes facial landmarks and dense optical flow as input constraints. We then alternate between rigid pose optimization (Sec. 5.1), expression optimization (Sec. 5.2) and using a learned dynamic rigidity prior to adjust per-region rigidity weights for pose optimization (Sec. 6). Our system outputs accurate tracked head poses and facial expressions for applications such as virtual makeup.

To ensure tracking accuracy, we combine both robust, drift-free facial landmark detection [Kazemi and Sullivan 2014] and dense, motion-guided correctives from fast optical flow [Kroeger et al. 2016] into the optimization objectives. Our region-based face model also allows additional expressiveness to faithfully model localized expressions (e.g. raising an eyebrow, opening mouth) compared to traditional holistic blendshapes.

We evaluate our system extensively by comparing, both quantitatively and qualitatively, to state-of-the-art monocular face tracking methods. We show that our system can faithfully capture rich expression while maintaining stable and accurate rigid head motion. This allows us to improve the quality of facial-performance-based applications such as facial animation retargeting. We further validate the dynamic rigidity prior by comparing it against other variants on the tracking accuracy.

In summary, our main contributions are:

- A novel rigid stabilization method using a learned dynamic rigidity prior to stabilize monocular real-time face tracking;
- A realistic facial performance dataset with ground-truth rigid pose and expression parameters;
- A novel scheme to learn the hyper-parameters of our dynamic rigidity prior from our facial performance dataset;
- An accurate monocular real-time face tracking system that combines an expressive region-based face model and the constraints of both sparse landmarks and dense optical flow.

2 RELATED WORK

High-Fidelity Facial Performance Capture. Capturing facial performance in high fidelity have long been an important research topic in computer graphics and vision. In this line of work, reconstruction quality is the primary concern and most practitioners adopt sophisticated capture setups with multiple cameras, special equipment or well-controlled environments. A number of methods have been proposed to capture high-quality static expressions [Beeler et al. 2010; Ghosh et al. 2011; Ma et al. 2007], and soon extended to capture dynamic facial expressions in live performances [Beeler et al. 2011; Bradley et al. 2010; Furukawa and Ponce 2009; Garrido et al. 2016b; Huang et al. 2011; Klaudiny and Hilton 2012; Zhang et al. 2004]. More recent approaches focus on simplifying capture setups to binocular inputs [Valgaerts et al. 2012] and even monocular camera [Garrido et al. 2013, 2016a; Shi et al. 2014a; Suwajanakorn et al. 2014]. However, all these methods leverage substantial amount of offline processing to achieve maximum reconstruction quality.
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Real-Time Facial Performance Capture. Another line of research focuses on capturing and tracking live facial expressions in real-time. These real-time systems often adopt monocular setups to achieve maximum flexibility. The first approaches in this area leveraged depth information provided by custom-built structured light systems [Weise et al. 2009] as well as off-the-shelf depth sensors [Apple 2017; Bouaziz et al. 2013; Chen et al. 2013; Li et al. 2013; Weise et al. 2011]. More recently, methods have started to emerge that operate only on a single monocular camera [Cao et al. 2014a, 2013; Chai et al. 2003; Rhee et al. 2011; Tewari et al. 2017; Thies et al. 2016; Wang et al. 2016]. Notably, these real-time methods typically employ strong global priors derived from simplified facial expression models such as morphable face model or linear blendshapes. While providing desired efficiency and robustness, these global facial expression priors also lead to limited expressiveness and rigid instability in their results. Chen et al. [2015] used sparse optical flow and mesh deformation to improve the tracking accuracy, but these components can only refine non-rigid expressions without improving rigid stability.

Region-Based Face Model. Previous work has shown segmenting the face model can increase the expressiveness for 3D morphable models [Blanz and Vetter 1999] and active appearance models [Peyras et al. 2007]. While segmentation can be performed by manual selection [Zhang et al. 2006], an automatic, physically-motivated approach [Joshi et al. 2003] can be also adopted. Neumann et al. [2013] proposed a method to automatically learn a localized deformation basis from performance capture data. Tena et al. [2011] introduced a joint optimization approach to simultaneously solve for all facial regions based on real facial performance datasets. More recently, Wu et al. [2016] proposed an anatomically-constrained local deformation model to further increase the fidelity of monocular facial animation.

3 OVERVIEW

The pipeline of our system is shown in Fig. 2. Like most real-time monocular face tracking systems, we take as input a sequence of images (typically videos) and perform facial landmark detection [Kazemi and Sullivan 2014] as well as efficient dense optical flow computation [Kroeger et al. 2016] to densify the target constraints. We then fit a region-based face model, learned from real facial performance datasets (Sec. 4), to the landmarks and optical flow constraints. This is done by alternating between two different optimizations (Sec. 5): the first solves for the rigid pose parameters of the model (Sec. 5.1); the second solves for the expression parameters of the model (Sec. 5.2).

We achieve rigid stabilization by incorporating dynamic rigidity prior during rigid pose optimization, which dynamically weights different regions of the face model as a function of their expression magnitudes (Sec. 6). In an offline training step, we learn the hyper-parameters of the dynamic rigidity prior for each region by optimizing the convergence of rigid pose optimization to the ground-truth poses in a realistic facial performance dataset (Sec. 6.3).

4 FACE MODEL FOR REAL-TIME TRACKING

In this section, we will first provide useful background of holistic multi-linear face models adopted by most real-time monocular face tracking systems and then extend the holistic models to the region-based model we used in our implementation. We will also introduce useful notations for the following sections.

4.1 Multi-Linear Face Model

Real-time face tracking methods [Cao et al. 2014a; Shi et al. 2014b; Thies et al. 2016] largely depend on the underlying face prior model to achieve tracking robustness and expressiveness. Multi-linear face models such as the one proposed in [Cao et al. 2014b] are widely adopted data-driven priors that expand the subspace of realistic face shapes under both identity and expression variations represented by a rank-3 tensor $\mathbf{B} \in \mathbb{R}^{3N_M \times N_I \times N_E}$, where $N_M, N_I, N_E$ are the numbers of vertices in face model and the numbers of bases for identities and expressions respectively. Assuming the identity parameters $\eta$ for the current subject and the camera matrix are already estimated using online adaptation methods such as [Cao et al. 2014a], the corresponding holistic expression blendshape bases can be extracted as: $\mathbf{B} = [\mathbf{B}_0, \mathbf{B}_1, \ldots, \mathbf{B}_{N_E}] = \mathcal{B} \otimes \eta$. Without loss of generality, $\mathbf{B}$ can be further converted into delta bases by: $\mathbf{B} = [\mathbf{B}_0, \Delta \mathbf{B}_1, \ldots, \Delta \mathbf{B}_{N_E}]$, where $\mathbf{B}_0$ is for the neutral expression or base shape, and $\Delta \mathbf{B}_j = \mathbf{B}_j - \mathbf{B}_0$. Given expression parameters $\beta = [\beta_1, \ldots, \beta_{N_E}]$, the 3D face model can be expressed as:

$$\mathbf{F}(\beta) = \mathbf{B}_0 + \sum_{i=1}^{N_E} \beta_i \Delta \mathbf{B}_i.$$  (1)

To fit the 3D face model to input constraints defined in image space, we need to define a rigid pose transformation $\mathbf{T} = [\mathbf{R}, \mathbf{t}] \in \mathbb{R}^{3 \times 4}$ consisting of rotation matrix $\mathbf{R} \in \mathbb{R}^{3 \times 3}$ parameterized by three Euler angles, and a translation vector $\mathbf{t} \in \mathbb{R}^{3}$. For convenience, we denote the Euler angles associated with $\mathbf{T}$ as $\mathbf{r}(\mathbf{T})$ and the translation vector as $\mathbf{t}(\mathbf{T})$. We also assume that camera intrinsics are known, and that the camera projection operator $\mathbf{\Pi} : \mathbb{R}^{3} \mapsto \mathbb{R}^{2}$ maps from camera coordinate system to image coordinate system. We can then define the projected face shape $\mathbf{P}(\mathbf{T}, \beta) \in \mathbb{R}^{2 \times N_M}$ under rigid pose $\mathbf{T}$ and expression parameters $\beta$:

$$\mathbf{P}(\mathbf{T}, \beta) = \mathbf{\Pi}(\mathbf{TF}(\beta))$$  (2)

where $\mathbf{F} \in \mathbb{R}^{4 \times N_M}$ is $\mathbf{F}$ in homogeneous coordinates.

4.2 Region-Based Face Model

Tena et al. [2011] proposed a data-driven approach to learn the region-based face models based on motion-correlated local clusters in facial performance training data. Here we take a similar approach to learn our region-based face model from real facial performance datasets. To be specific, our region-based face model segments the entire face into $K$ spatially-adjacent regions. To learn the segmentation, we collect around 3000 registered meshes from the FaceWarehouse database [Cao et al. 2014b], where each mesh contains $N_M$ vertices. Our training data contains 150 different identities with each performing 20 different expressions, which covers a wide range of identity variations and most common expressions.

Following Tena et al. [2011], we compute the correlation matrix $\mathbf{C} \in \mathbb{R}^{N_M \times N_M}$ as well as the distance matrix $\mathbf{G} \in \mathbb{R}^{N_M \times N_M}$ over the entire training data for each pair of vertices in the mesh. The similarity matrix is the computed as: $\mathbf{S} = (1 - \phi)\mathbf{C} + \phi\mathbf{G}$ where $\phi$
The positions of the shared vertices between the regions are simply the shared vertices of our dynamic rigidity prior defined on each region. Both face regions and hyper-parameters are learned. See Sec. 4 and Sec. 6.3 for more details.

5 OPTIMIZATION

In sections 5.1 and 5.2 we specify energy formulations for the rigid head pose and face expression model optimizations respectively. In section 5.3 we describe the implementation details.

5.1 Rigid Pose Optimization

We first optimize the rigid head pose $T$, fixing the expression parameters $\beta = [\beta_1, \cdots, \beta_K]$.

\textbf{Landmark energy.} We employ the facial landmark detection method from [Kazemi and Sullivan 2014] to provide robust facial landmarks for the optimization. Formally, we define a set of 2D facial landmark locations $L = \{L_1, \cdots, L_{N_L}\}$ and their subsets $L^k \subset L$ defined on different regions. We also define a mapping $(\ell(i))$ to map landmark $L_i$ to its corresponding vertex on the face model. We introduce an energy term to minimize the $L_2$ norm of the landmark residuals $e_{\text{land}}^k$ between the corresponding projected 3D vertex positions on the input image and the landmarks:

$$E_{\text{land}}^k = \sum_{i=1}^{K} w^k \left\| e_{\text{land}}^k(T, \beta^k_i) \right\|^2$$

where $w^k$ are the per-region dynamic rigidity prior that weights different regions for rigid pose optimization based on their estimated rigidity during tracking, which we will detail in Sec. 6.

\textbf{Dense flow energy.} The detected landmarks are often too sparse to recover the complete motion of the face, especially in regions where landmarks are absent, e.g. cheek regions. Therefore, besides landmark locations, we need other denser motion cues to help extract true local motion and to correct landmark detection errors. We apply the fast optical flow estimation method [Kroeger et al. 2016] on input video stream inside the face region on-the-fly to extract the dense motion flow, and then map this motion flow to each face vertex projection in screen space through bilinear interpolation, annotated by $U_i$. Given rigid pose $T$ and expression coefficients $\beta'$ from previous frame, the $L_2$ norm of the flow residuals $e_{\text{flow}}^k$ between the current projections of each face vertex $i$ and the flow-predicted locations $P^k(T', \beta'^k_i) + U_i$ should be minimized:

$$E_{\text{flow}}^k = \sum_{i=1}^{K} w^k \left\| e_{\text{flow}}^k(T, \beta^k_i) \right\|^2$$

$$e_{\text{flow}}^k(T, \beta^k_i) = \left[ P^k(T, \beta^k_i) - P^k(T', \beta'^k_i) - U_i \right]_{\ell(i)}$$

\textbf{Temporal coherence energy.} We also temporally regularize rigid parameters to further stabilize tracking results. However, traditional regularization with constant weights may not faithfully detect rigid motion. Instead, we use the dynamic rigidity weights $w^k$ with current dense motion flow $U$ to enforce stronger stabilization to still frames, while relaxing the restriction on fast moving frames. We define a rigid motion weight $\gamma$ as follows:

$$\gamma = \exp \left( -\frac{1}{\sigma_{\gamma}} \sum_{k=1}^{K} w^k \left\| U_i \right\|^2 \right)$$

where $\sigma_{\gamma} = 10.0$. Given $w_{\gamma}$, we introduce the following temporal energy term to regularize pose optimization from the previous pose estimate $T'$:

$$E_{\text{temp}}^k = \gamma \left( \left\| r(T) - r(T') \right\|^2 + \delta \left\| t(T) - t(T') \right\|^2 \right)$$

5.2 Face Expression Optimization

In section 5.2 we describe the implementation details.
where $\delta = 0.01$.

**Final pose energy.** The final rigid pose optimization objective is defined as the linear combination of aforementioned energy terms to solve for $\hat{T}$:

$$\hat{T} = \arg \min_T \sum_{x} \lambda_x^{\text{pose}} E_x^{\text{pose}}, \quad (11)$$

where $\lambda^{\text{pose}}_\text{land} = 1.0$, $\lambda^{\text{pose}}_\text{flow} = 0.8$, $\lambda^{\text{pose}}_\text{temp} = 2.0$ throughout the paper.

### 5.2 Expression Optimization

After estimating the rigid pose in each iteration, we optimize expression parameters $\hat{\beta}$.

**Landmark energy.** We use a similar energy formulation as Eq. 5 to optimize expression parameters without the rigidity weights $w^{\beta}$:

$$E^{\text{expr}}_\text{land} = \sum_{i=1}^{N_i} \sum_{k \in \mathcal{I}_k} \| \mathbf{e}^{\text{land}}_k(T, \beta^k) \|^2 \quad (12)$$

**Dense flow energy.** Similar to Eq. 7, we would like to incorporate dense motion flow to improve expression parameter estimates. We define the dense flow energy term for expression as:

$$E^{\text{expr}}_\text{flow} = \sum_{k=1}^{K} \sum_{i \in \mathcal{I}_k} \| \mathbf{e}^{\text{flow}}_k(T, \beta^k) \|^2 \quad (13)$$

Note that the energy definition does not involve adaptive rigidity term compared to Eq. 7 since we want to minimize the residual energy with respect to all the region-based expression parameters.

**Temporal coherence energy.** In addition, we introduce a similar temporal energy term to regularize expression optimization from the previous expression estimates $\hat{\beta}^i$:

$$E^{\text{temp}}_\text{expr} = \| \hat{\beta} - \beta^i \|^2 \quad (14)$$

$L_1$ sparsity energy. Since expression blendshapes are not linearly independent, favoring a sparse representation has been shown to reduce fitting errors [Bouaziz et al. 2013], and in addition, it enables higher-fidelity retargeting of face animations, since animators also choose sparse weights for these. We therefore use a robust $L_1$-norm regularization penalty, to encourage sparsity:

$$E^{\text{expr}}_\text{L1} = \sum_{k=1}^{K} \sum_{i=1}^{N_i} \| \beta^k \|_1 \quad (15)$$

Boundary consistency energy. One issue with region-based expression optimization is how to handle the boundary vertices between neighboring regions to preserve per-region structure while still achieving seamless blending across region boundaries. We take a similar approach to [Tena et al. 2011] that enforces a soft consistency term and merge these shared vertices into the average positions. The across-region consistency term is defined as:

$$E^{\text{bound}}_\text{expr} = \sum_{i \in \mathcal{I}_P \cap \mathcal{I}_Q} \| \mathbf{F}^P(\hat{\beta}^P) - \mathbf{F}^Q(\beta^Q) \|^2 \quad (16)$$

5.3 Implementation Details

We use off-the-shelf non-linear least squares optimizer Ceres [Agarwal et al. 2016] in our implementation of the optimization framework. To implement the $L_1$-norm regularization penalty of Eq. 15, we use a residual which square-roots the expression weights. We alternate the optimizations, first the rigid pose energy of Eq. 11, then the expression energy of Eq. 17 for multiple passes. During each pass, we optimize the rigid pose until convergence and the expression energy of Eq. 17 for only one iteration. This is because the expression optimization is relatively expensive, we can get the most out of each pass by fully optimizing the rigid pose. Since the two optimizations minimize different cost functions, this formulation does not guarantee convergence. However, in practice we have found them to converge quickly to a stable solution and we adopt a fixed number of 3 passes throughout our experiments.

6 DYNAMIC RIGIDITY PRIOR

Rigid instability arises from the ambiguities to explain the observed facial motion by either the head pose or expression changes. For example, a face scrunching expression moves central face region landmarks in a similar way to moving the head back (Fig. 1); however, landmarks around the edge of the face do not suffer from the same ambiguity during this expression. To address this problem, we introduce a dynamic rigidity prior (section 6.1) to assign higher weights to regions at run-time which are more likely to give a reliable pose estimate during pose optimization. We also describe the training data (section 6.2) and objective function (section 6.3) to learn this prior in an offline training stage.
6.1 Formulation

To account for the varying reliability of different face regions for rigid pose optimization (Eq. 11), we formulate a dynamic rigidity prior \( \{w^k\} \) that dynamically weights each region for more reliable rigid pose optimization (see Fig. 4). The prior is formulated based on the expression motion of each region \( P^k(\tilde{\beta}^k) \) compared to its neutral expression base shape \( B^k_0 \) after the expression optimization:

\[
w^k = a^k \exp \left( -\frac{||P^k(\tilde{\beta}^k) - B^k_0||^2}{(\sigma^k)^2||\Gamma^k||} \right),
\]

where \( a^k \) and \( \sigma^k \) are learned hyper-parameters (as described in section 6.3), and \( ||\Gamma^k|| \) is the number of vertices in the \( k \)th region. The intuition behind this formulation is that less neutral expressions tend to lead to greater pose instability; therefore, regions with greater non-rigid deformations should be down-weighted more.

6.2 Training Data

We require data with which to learn the dynamic rigidity prior, consisting of landmark and flow measurements, with ground-truth rigid poses and expressions. Since real data with ground-truth rigid poses and expressions are hard to acquire, we generate our training data by employing artists to build 8 synthetic facial animation sequences, including talking and changing between different expressions. To each of these facial animation sequences we then apply 2 different rigid transformations, one captured from recorded video, the other a static head pose, creating 16 expression and pose sequences with 2668 frames in total. For each frame of these video sequences, we have its ground-truth expression coefficients, and rigid pose. Based on these data, we can generate the ground-truth facial landmarks and motion flow of each vertex.

It should be noted that since the ground-truth training data measurements are synthetically generated, they are noiseless; the pose and expression energies will evaluate to zero at the ground-truth parameters, which precludes any learning of hyper-parameters through directly minimizing these energies with respect to the hyper-parameters on the training data. Measurement noise to the facial landmarks and motion flow could be added to make the training data more realistic, but it is highly challenging to generate the noise distribution.

Therefore, we choose to optimize the convergence of the rigid pose optimization to the ground-truth poses from perturbed poses and expressions to emulate the real optimization scenarios. We apply small perturbations to the ground-truth expression coefficients and poses, generating 5 pose, expression pairs per frame, producing a final set of training data containing \( S = 13,340 \) samples.

6.3 Training Objective

Our goal in learning the dynamic rigidity prior is to find the hyper-parameters \( \Theta = \{a^k, \sigma^k\}_k^{K=1} \) in \( \{w^k\}_k^{K=1} \) for each face region. As discussed, our training data measurements are noiseless, therefore we cannot simply find the parameters that minimize Eq. 11 at the ground truth solution—they will all generate zero cost. Instead, we phrase the training objective as finding \( \Theta \) such that when Eq. 11 is minimized on real data from perturbed pose \( \tilde{T}^s \) and expression \( \tilde{\beta}^s \) of each sample \( s \), it converges as close to the ground-truth pose \( T^s \) as possible:

\[
E_{\text{train}} = \sum_{s=1}^{S} \left| \left| d \left( \arg \min_{T^s} E_{\text{train}}^{\text{pose}}(T, \tilde{\beta}^s), \ T^s \right) \right| \right|^2,
\]

\[
E_{\text{train}}^{\text{pose}}(T, \beta) = \left| \left| e(T, \beta) \right| \right|^2,
\]

\[
e(T, \beta) = e_{\text{land}}(T, \beta) + e_{\text{flow}}(T, \beta),
\]

where \( d(\cdot, \cdot) \) computes a distance in pose space. This is possible to learn from our synthetic training data. Note that we dropped the temporal coherence energy \( E_{\text{temp}} \) from the above cost so that the rigidity prior learns to generate the best pose possible, independent of previous frames.

In order to make the minimization of Eq. 19 tractable, we approximate each minimization over pose within it by one Gauss-Newton step: \( \delta T^s = -J^s e(T^s, \tilde{\beta}^s) \), where \( J \) is the Jacobian matrix of residual vector \( e \) differentiated with respect to \( T^s \), and \( J^+ = (J^T J)^{-1} J^T \) is the pseudo-inverse of \( J \). Letting \( \Delta T^s = T^s - \tilde{T}^s \), this produces the following training energy:

\[
E_{\text{train}}' = \sum_{s=1}^{S} \left| \left| \delta T^s - \Delta T^s \right| \right|^2
\]

\[
= \sum_{s=1}^{S} \left| \left| J^s e(T^s, \tilde{\beta}^s) + J \Delta T^s \right| \right|^2
\]

\[
= \sum_{s=1}^{S} \left| \left| J^s \left( e(T^s, \tilde{\beta}^s) + J \Delta T^s \right) \right| \right|^2,
\]

Intuitively, this objective encourages convergence to the ground-truth pose by enlarging the basin of convergence. The matrix \( J^+ \) transforms the cost function from one minimizing measurement errors to one minimizing pose errors. However, it is desirable to drop the conditioning of \( J^+ \) from Eq. 20 so that the optimization is formulated in the domain of measurement errors, which is in accordance with our run-time objective function in Eq. 11:

\[
E_{\text{train}}'' = \sum_{s=1}^{S} \left| \left| J^s e(T^s, \tilde{\beta}^s) + J \Delta T^s \right| \right|^2
\]

\[
= \sum_{s=1}^{S} \sum_{k=1}^{K} \left[ w^k \left( e_{\text{land}}(T^s, \beta^s) + J \Delta T^s \right) \right]^2 + \left( e_{\text{flow}}(T^s, \beta^s) + J \Delta T^s \right)^2,
\]

where \( J^k_\text{land} \) are the parts of Jacobian specific to the \( s \) features of the \( k \)th region. Note that the value in the braces is constant, making training very efficient.
weights should sum up to one for each sample:

\[ \sum_{k=1}^{K} w_k^s = 1 \]

for all samples.

The error map is then computed by measuring the per-pixel depth distance between the tracking result and the ground-truth geometry. We present error-recall curves of the tracking errors as well as the average errors in Fig. 5.

As can be seen from the error curves and table, a dynamic prior achieves a lower error than the static prior, validating the conditioning of weights on region rigidity, while our full method achieves the lowest error, demonstrating the importance of learning the region weights in our dynamic rigidity prior. It is worth mentioning that due to the difference between the ground-truth detailed mesh and the coarser mesh used for tracking, there is a base error of 3.6 mm even with the optimal rigid pose fitting in neutral expression. The difference is therefore quite significant once the base error is discounted from the results.

Quantitative Comparisons. Following the quantitative evaluation framework introduced above, we further compare our method with three recent real-time face tracking methods [Cao et al. 2015, 2014a, Wang et al. 2016]. Fig. 5 and Fig. 6 show the comparison results. As we can see from the figures, our method achieves a significantly lower error than these other approaches.

The face tracking component of Wang et al. [2016] relies on only 2D face landmarks to optimize a 3D multi-linear face model [Cao et al. 2014b], which is similar to an optimization of Eq. 12 plus simple regularizations. Without denser photometric or motion-aware stabilization constraints, large rigid error and instability can be observed in the results.

Cao et al. [2014a] simultaneously regress both 2D landmarks and 3D expression coefficients from the input, then perform post-processing to estimate the final 3D shape. However, the rigid poses

Finally, the hyper-parameters \( \Theta \) are obtained by:

\[ \Theta = \arg \min_{\Theta} E_{\text{train}}. \tag{22} \]

We minimize this objective (offline) until convergence using Ceres [Agarwal et al. 2016]. In addition, to avoid the trivial solution that \( w_k^s = 0 \), we enforce the normalization constraint that the weights should sum up to one for each sample: \( \forall s, \sum_{k=1}^{K} w_k^s = 1 \).

7 RESULTS

In this section, we present a validation of our proposed dynamic rigidity prior, a quantitative and qualitative evaluation of our face tracking system in comparison to existing solutions, a validation of the estimated head poses and discussion on the selection of the number of regions \( K \).

Quantitative Comparisons. Following the quantitative evaluation framework introduced above, we further compare our method with three recent real-time face tracking methods [Cao et al. 2015, 2014a, Wang et al. 2016]. Fig. 5 and Fig. 6 show the comparison results. As we can see from the figures, our method achieves a significantly lower error than these other approaches.

The face tracking component of Wang et al. [2016] relies on only 2D face landmarks to optimize a 3D multi-linear face model [Cao et al. 2014b], which is similar to an optimization of Eq. 12 plus simple regularizations. Without denser photometric or motion-aware stabilization constraints, large rigid error and instability can be observed in the results.

Cao et al. [2014a] simultaneously regress both 2D landmarks and 3D expression coefficients from the input, then perform post-processing to estimate the final 3D shape. However, the rigid poses

Validation of Dynamic Rigidity Prior. We focus this validation on the key component of our method, the dynamic rigidity prior, to see how it affects the final tracking results. We compare the two variants to the full method (Learned Prior):

- Static Prior. We assign a uniform rigid weight \( w_k^s = 1.0 \) to all regions in Eq. 7.
- Dynamic Prior. We assign uniform hyper-parameters \( a_k^s = 1.0 \) and \( \sigma_k^s = 10.0 \) (chosen by hand to give the best results) to all regions in Eq. 18.

To measure the tracking error numerically, we collected the reconstructed face data from the offline detailed multi-view facial performance tracking system of [Beeler et al. 2011] as ground-truth, and apply each method on the frontal image sequence to generate the results. The error map is then computed by measuring the difference of tracked mesh and ground-truth mesh. See Sec. 7 for details.

Fig. 5. The error-recall curves and average errors of different approaches using [Beeler et al. 2011] as the benchmark. We compare our learned dynamic rigidity prior (Learned Prior) to different variants (Static Prior and Dynamic Prior) for validation. Note that there is a base error of 3.6 mm due to the difference of tracked mesh and ground-truth mesh. See Sec. 7 for details.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Error (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cao et al. 14</td>
<td>8.83</td>
</tr>
<tr>
<td>Cao et al. 15</td>
<td>8.51</td>
</tr>
<tr>
<td>Wang et al. 16</td>
<td>18.44</td>
</tr>
<tr>
<td>Static Prior</td>
<td>6.11</td>
</tr>
<tr>
<td>Dynamic Prior</td>
<td>4.82</td>
</tr>
<tr>
<td>Learned Prior</td>
<td>4.12</td>
</tr>
</tbody>
</table>

Fig. 6. Visual comparisons of different approaches. First column, from top to bottom: input image, reconstructed mesh from [Beeler et al. 2011] in frontal and side view respectively. The second to fifth columns, from right to left: results of [Cao et al. 2014a], [Cao et al. 2015], [Wang et al. 2016] and our method; from top to bottom: reconstructed mesh error, reconstructed mesh from frontal image, projected mesh to a side-view image.
are again still solely estimated based on sparse 2D landmarks, therefore the resulting 3D face shapes are often quite jittery and unstable, especially when the user is making exaggerated expressions, due to the coupling of rigid and non-rigid motions.

Their following work [Cao et al. 2015] tries to improve its tracking accuracy with sparse optical flow. However, this component is merely used to refine the non-rigid expressions to match the input video, and is not used in the rigid pose optimization. So although the projected mesh aligns well with the 2D video, this method does not correctly factor out the true rigid motion, which explains why the results remain unstable.

Validation on estimated head poses. To evaluate the accuracy of our estimated head poses, we synthesize another facial animation sequence which contains the ground truth rigid head pose for each frame. We then use the same method described in Sec. 6.2 to apply small perturbations to ground-truth expression coefficients and rigid pose parameters. We apply different variants (static prior, dynamic prior and learned prior) to track face from these perturbed initial parameters. Finally we compute the error between the estimated rigid poses and the ground-truth. While the estimated head rotational errors are similar, the translational errors are discriminative as shown in Fig. 7. Our learned rigidity dynamic prior achieves the lowest translational error.

Selection of the number of regions $K$. To validate our selection of the number of face regions, we apply our learned dynamic prior on different numbers of regions, and compute the translational errors on all our training data. Fig. 8 demonstrates the errors on different numbers of regions $K$. As $K$ increases, the improvement to the training error diminishes. Throughout our experiments, we choose $K = 11$ regions as it offers a great trade-off between satisfactory expressiveness and computation complexity.

Qualitative Comparisons. Besides quantitative evaluations, we extend the comparisons to visually demonstrate our tracking quality on a rich set of in-the-wild input videos under various facial performances and environments captured with monocular web camera or cell phone.

First of all, we compare our work with an offline monocular face tracking method [Garrido et al. 2016a], which is able to generate high-fidelity face geometry over both coarse-level shape and fine-level detail (see Fig. 9 top). However, despite its geometric quality, this method doesn’t incorporate any rigid stabilization, which introduces obvious rigid drifting during tracking, especially along the depth axis. We note that, while modeling fine geometric details are not the focus of our work, our novel rigid stabilization framework can easily be incorporated into offline methods such as this, to further enhance the results.

We then compare our approach with a real-time face tracking method Face2Face (Fig. 9 middle) by Thies et al. [2016], which also adopts a dense photometric consistency measure to achieve pixel-accurate tracking. Even combining the sparse feature points and dense photo-consistency terms in their optimization, their results are not stable, suffering from pose drift, predominantly along the depth axis. In addition, the method needs to solve a complex non-linear system, which is heavily optimized on GPU, making real-time performance on a mobile phone difficult.

We also compare our approach with a recent deep-learning-based single-view face reconstruction method [Tewari et al. 2017]. This end-to-end face regression network can extract 3D rigid poses and expression coefficients directly from single-view input images, without performing non-linear optimization each frame, which leads to extraordinary efficiency: as fast as 4ms/frame. However, the tracking accuracy cannot always compare to our optimization-based solution. Most significantly, since the approach works independently on each frame, the temporal inconsistency issue creates high rigid instability, even for gentle motions (Fig. 10).

Finally, we further evaluate our method by comparing with the face tracking system in Apple ARKit [Apple 2017], which stands as one of the best face tracking products and enables the popular performance-driven virtual character animation application of Apple Animoji. Since this face tracking system only works on a cell-phone camera with depth information (used to capture face shape in the first frame only), we use an iPhone X to capture and track the face, and export the RGB video stream, which is then fed into our system (Fig. 9 bottom). Although our method only relies on RGB input, it still achieves better-stabilized tracking results than ARKit, with comparable computation performance. Considering that ARKit is a highly optimized and tuned product, this comparison strongly demonstrates the robustness and accuracy of our method.
Fig. 9. Qualitative comparison between existing methods (middle) and ours (right). To highlight the differences, the resulting expressions (blue) are overlaid with the neutral expressions (red). Notice the abrupt head pose changes from existing methods.

Fig. 10. Comparing the deep-learning-based method [Tewari et al. 2017] (second row) with ours (third row). Our method achieves better rigid stability; please refer to the supplementary video for clearer dynamic comparisons.

Performance. We implemented the described approach in C++, running in a single-thread on CPU; it does not use any multi-threading or GPU computation. We run all experiments on a MacBook Pro laptop with an Intel i7 (2.8 GHz) CPU and 16GB memory. For the live results, we directly use the built-in camera of the laptop, whose frame resolution is 1280x720. Our system takes about 5ms to track the 2D facial landmarks, 5ms to compute the optical flow, and another 10ms to go through the core optimizations. So in total our system takes around 20ms to process each frame. Since our method executes on a single CPU processor, it is trivial to port it to mobile platforms. We have implemented an unoptimized version on iOS, which is able to achieve equal quality results with more than 20 FPS on an iPhone 7. Please refer to the supplementary video for a recorded session interacting with the system.

Applications. Our stabilized face tracking system enables multiple facial-performance-driven applications, such as digital avatar retargeting and virtual face makeup. These applications are very sensitive to the rigid stabilization of face tracking. For digital avatar retargeting, unstable tracking results can lead to unstable movement and scale of avatar animation. For virtual face makeup, even subtle motion inconsistency can lead to significant relative drifting between the applied makeup sticker and the skin surface during tracking. Thanks to both accurate rigid motion and expression deformation tracked with our method, we can now accurately retarget digital avatars and apply virtual makeup to the face, to produce much more robust and realistic results (Fig.1 and Fig.11). Please refer to the supplementary video for more dynamic results.

8 CONCLUSION
We present a novel real-time monocular face tracking system, with improved rigid stability and model expressiveness. The dynamic rigidity prior we introduce, whose hyper-parameters are learned...
Fig. 11. More results. From top to bottom, each column shows the input image, rigidity weights, tracked mesh and two virtual makeup results. Our system can accurately track facial expressions from various performers even under challenging lighting and occlusions conditions. We encourage the reader to watch our supplementary video for more dynamic results.

from a new synthetic facial performance dataset, has been shown to significantly improve the rigid stability of head pose estimation over previous systems. This, combined with a region-based expression model and dense motion-guided correctives, enables greater tracking fidelity and model expressiveness. With our system, the quality of facial-performance-based applications, including virtual face make-up, can be greatly enhanced.

Although our system achieves superior tracking results on most inputs, it still shares some common limitations of monocular face tracking methods: 1) since our method partially depends on input facial landmarks, incorrect landmark locations caused by large face rotation, occlusion or poor lighting can affect the tracking accuracy; 2) too exaggerated or strange expressions, which are not well represented by the expression blendshapes, may not be perfectly tracked even with our region-based face models; 3) focusing on stability and expressiveness, our current results lack fine-scale facial details, which may impact the visual realism. However, our dynamic rigidity prior can be applied into any high-quality online or offline monocular facial performance capture method, enabling rigid stabilized results.
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